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Abstract—In this design study, we present Uncover, an interactive tool aimed at astronomers to find previously unidentified member
stars in stellar clusters. We contribute data and task abstraction in the domain of astronomy and provide an approach for the non-trivial
challenge of finding a suitable hyper-parameter set for highly flexible novelty detection models. We achieve this by substituting the
tedious manual trial and error process, which usually results in finding a small subset of passable models with a five-step workflow
approach. We utilize ranges of a priori defined, interpretable summary statistics models have to adhere to. Our goal is to enable
astronomers to use their domain expertise to quantify model goodness effectively. We attempt to change the current culture of blindly
accepting a machine learning model to one where astronomers build and modify a model based on their expertise. We evaluate the
tools’ usability and usefulness in a series of interviews with domain experts.

Index Terms—Interpretable models, model selection, novelty detection, star clusters

1 MOTIVATION

STAR clusters constitute the elementary building blocks of
galaxies [45]. They provide probes for studying funda-
mental processes such as galaxy structure formation and
evolution, stellar physics, and exoplanet evolution [55].
However, what astronomers know about stellar clusters is
limited by the discovery process itself. Due to complex inter-
actions with their dusty birthplaces, the tidal forces from the
Milky Way, and unavoidable imperfect measurements and
missing data, finding and extracting star clusters is challeng-
ing. Typically, new star clusters’ discoveries consist of small
high-confidence samples that minimize misclassification of
stars. These high-fidelity samples are usually restricted to
the dense cluster centers. However, larger samples would
not only dramatically improve the quality of the derived
cluster’s physical parameters, but they also uncover the so
far unseen low-density regions of stellar clusters. These low-
density regions contain essential information on cluster
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formation and evolution [9], [23], [28], [52]. Although there is
no conclusive methodology to identify new cluster members,
the advent of deep, space-based all-sky surveys makes it a
timely topic.

The search for new stars faces the challenges inherent to
unsupervised clustering approaches. The absence of labeled
data makes finding an optimal clustering result a highly
nontrivial task. The two main challenges are hyper-parame-
ter space exploration and result validation. To search for
meaningful solutions, users often fall back to a laborious,
manual trial-and-error process.

To mitigate the time spent blindly wandering through the
hyper-parameter space, interactive tools such as Tuner [72],
and Clustrophile 1+2 [13], [21] provide a systematic approach
to hyper-parameter space navigation. Conversely, validation
depends on the context of the analysis, the users’ goals, and
expertise. General purpose systems thus often make efforts to
increase the interpretability of results beyond so called inter-
nal validation measures [48] based on cluster compactness and
separation. These scores provide proxies for the goodness of a
clustering result. However, since clustering results usually
cannot be fully validated, internal validation measures should
not be used to optimize clustering results.

This situation changes in the case of star clusters.
Although no ground truth information is available for indi-
vidual stars, systems of multiple stars can be validated by
domain experts. General purpose visual cluster analysis tools
often focus on data exploration and insight generation rather
than generating an effective and accurate clustering result.
Moreover, to generalize to a broad range of application sce-
narios tools such as Clustrophile 2 [13] hardly provide any
clustering algorithms that can deal with complex feature
spaces. Notably, in the search for new member stars of stellar
clusters, we already have a set of previously identified mem-
bers which currently available systems fail to incorporate.
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The given set of cluster members provides the chance of
employing powerful novelty detection methods in which
known stars are used as training samples.

Our goal is to enable astronomers to use their domain
expertise to assess the quality of novelty detection models
and in the process create interpretable (to astronomers) and
accurate star classification models.

Given these design considerations, we present a five-stage
workflow approach in which users (1) specify a priori knowl-
edge in terms of constrained summary statistic ranges which
influence the training of an ensemble of novelty detection
models. Models are (2) clustered into user-defined groups
which are subsequently (3) judged on their quality by
domain experts. The users’ quality assessment then updates
the range of valid summary statistics. Subsequently, we sup-
port users to study and discover the effect of summary statis-
tics on the shape of the predicted distribution in the context
of their qualitative assessment. This gives users the opportu-
nity to update their prior knowledge and influence the filter
range (4). The updated statistics influence hyper-parameter
restrictions on which a final large ensemble classifier is
trained. Finally, the user is able (5) to filter out individual
stars based on the prediction frequency across models, to
finalize the novelty classifier. The contributions can be sum-
marized in the following;:

e We present a novel visually assisted workflow for
finding appropriate hyper-parameters for highly
flexible one-class support vector machines in the
presence of training set contamination and extremely
high outlier fractions (see Section 2).

e We introduce an analysis and abstraction of data,
tasks, and requirements for the star formation domain
(see Section 4).

e We breakdown the star classification process into
small interpretable steps. We support users to apply
their domain expertise to assess the goodness of
trained models, effectively building confidence in the
final classifier among domain experts (see Section 5).

e We validate our approach in two scientific use cases
that demonstrate the efficiency and effectiveness of
the Uncover interface in finding new stars (see
Section 9).

2 ALGORITHMIC AND DOMAIN BACKGROUND

Our goal is to enable users to select meaningful models from
the vast space of possible star classification solutions.
Instead of guiding users through the hyper-parameter space
we provide an overview of possible model configurations.

To facilitate model selection, we aim to increase the trans-
parency and interpretability of individual models. To provide
trust in selected models, we provide means of validating their
outputs. We substitute unintuitive model hyper-parameters
with a set of interpretable summary statistics and provide
means to study their effect on the model outputs.

In the following, we discuss the necessary expertise to
validate star clusters. We highlight and motivate clustering
challenges in the context of star clusters more deeply. Sub-
sequently, we discuss one class models and strategies to val-
idate them.

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 29, NO. 9, SEPTEMBER 2023

2.1 Domain Background

Star clusters are dense groups of at least a few dozen stars.
Although it is widely agreed that most stars form in stellar
clusters [45] their exact formation history and subsequent evo-
lution is currently subject to ongoing discussion [44], [76].
This discussion on fundamental star formation principles is
fueled by the Gaia mission [29], [30], [31] which provides
unprecedented positional and kinematic measurements of
over 1.6 billion stars in our Milky Way. Since its public release
the richness of the Gaia data has sparked a wave of discover-
ies of star clusters [10], [12], [16], [51]. By studying their size,
age, and chemical compositions, stellar clusters provide valu-
able insights into galaxy formation, structure evolution, and
stellar physics.

The precise study of physical processes and inference of
physical model parameters is, however, limited by the discov-
ery process. Star clusters appear as stellar over-densities in the
space of position and velocity [42]. Due to physical processes
such as complex interactions with the galaxy, imperfect meas-
urements, and missing data, finding and extracting star clus-
ters is challenging. Consequently, discoveries of new star
clusters are often accompanied by a small high-confidence
sample to avoid a high number of misclassified stars. Thus,
when a new star cluster is discovered, domain scientists fre-
quently sacrifice recall for high precision.

To infer physical quantities or test hypotheses on stellar
physics and/or Galaxy structure and evolution, a suffi-
ciently large sample of stars is needed. In these situations, a
high recall is equally important. To uncover potentially new
cluster members, star clusters are often subject to follow-up
studies [9], [23], [28], [52]. Even though a set of high-fidelity
stars already exists, these follow-up studies usually employ
fully unsupervised learning, i.e., in data sets without labels
indicating a class. Nevertheless, a common aim is to assign
new members to previously identified stellar groups. We
actually face a gray area between supervised and unsuper-
vised learning, in statistical jargon between classification
and clustering (not in the astronomy sense).

Recently however, novelty (or anomaly) detection
approaches have been used to search for new member stars
[37], [59]. Specifically, one-class support vector machines
(OCSVM) [64] are trained on a set of high-fidelity member
stars which are then able to identify unseen members. How-
ever, OCSVM classifiers are quite tedious to train. Their high
flexibility and the lack of labeled outlier data limits their abil-
ity to generalize well on account of the provided training data
only. Due to the lack of a clear objective function, domain
experts usually fall back to manual trial-and-error processes.

Although no ground truth information is available for
individual stars, ensembles of stars can be validated by
domain experts. The distribution of stars in the positional
and kinematic feature space, alongside their distribution in
the Hertzsprung Russell diagram (HRD) provides evidence
for or against a “true” star cluster hypothesis.

The HRD shows the evolutionary distribution of stars. It is
a scatter plot in which the absolute magnitude of stars, a
measure of their brightness, is plotted against the color, a
measure of surface temperature, of the stars (see left side of
Fig. 10). The position of a star on the HRD depends on a num-
ber of factors but notably on its mass, chemical composition,
and age. During its life a star follows an evolutionary path
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Fig. 1. Uncover Interface. (a) Dendrogram Tab showing the silhouettes of model groups from the selected difference threshold. (b) Model Group Tab
showing the distributions of individual model groups. (c) Prior assumption Tab to set accepted ranges for selected summary statistics. (d) Stability
Tab showing the final model ensemble and the prediction frequency of inferred members.

through the HRD. Stars in stellar clusters are “born”
together, originating from large collapsing molecular clouds,
and thus have the same age and chemical composition.
Therefore, star cluster members with different masses are
found to lie on and around (due to errors in the measurement
process) a curve in the 2D plane.

We aim to provide a visual interface that enables astrono-
mers to use their domain expertise to search for meaningful
star classification results.

2.2 Algorithmic Background

In this work, we focus on one-class support vector machines
following their recent success in identifying unseen mem-
bers in star clusters [37], [59]. The OCSVM method is an out-
lier and novelty detection algorithm which learns a tight
and smooth boundary around a target data set. By applying
the kernel trick, this boundary is highly flexible and can
describe non-linear, arbitrarily shaped boundary regions.
However, its extraordinary versatility quickly becomes its
greatest drawback, as its performance depends heavily on
the choice of input hyper-parameters.

Due to the lack of labeled outlier data, traditional model
selection techniques such as cross-validation cannot be
applied. Since no second class can restrict model growth,
models that encompass the whole feature space would
achieve a perfect test score. The optimal hyper-parameter
selection for one class models remains an open problem to
this day [70].

2.2.1 Summary Statistics Heuristics

To formally quantify the goodness of a classifier, a set of
labeled data instances is needed. In the case of one-class
models and unsupervised learning algorithms, principled

quantitative validation is impossible. Although the OCSVM
approach uses a set of training data in an extended sense,
the absence of data instances labeled as abnormal may lead
to a trivial model including all observations.

Instead, summary statistics such as the Silhouette
score [62] offer an automated model selection heuristics. A
set of summary statistics and respective predefined ranges
provide straight-forward model filters.

In contrast to the hyper-parameters of the classifier (e.g.,
the bandwidth parameter y in the kernel function or the
relaxation level v, see below), statistics can be chosen by the
domain experts themselves and carry an immediate mean-
ing that can be interpreted by astronomers. Statistics such
as velocity dispersion, or the center of mass are metrics
already used to quantify star clusters [28], [51]. Such a
domain specific model selection heuristics was applied by
Ratzenbock et al. [59] who initially motivated and described
the use of OCSVMs to search for new member stars. Instead
of tuning the model hyper-parameters directly, they com-
piled six “interpretable” summary statistics and selected
models based on a priori defined ranges of these statistics.
The final star classification model results then from aggre-
gating the prediction of accepted models.

In the limit of sufficient statistics [27] a set of maximum
likelihood estimates for the parameters of the data generat-
ing model can be determined. This requires, however, a-pri-
ori knowledge on the nature of the joint probability
distribution function. In reality, we are left with a set of
observed data and insufficient but still informative statistics
on the unknown population. Due to the unknown complex
interaction and physical model uncertainties, the nature of
the underlying star clusters distribution is indeterminate.
Domain expertise and a high-fidelity training set can be used
to create informed summary statistics for model selection.

Authorized licensed use limited to: Harvard University SEAS. Downloaded on May 04,2025 at 21:25:29 UTC from IEEE Xplore. Restrictions apply.



3858

A major drawback of using summary statistics for model
validation is owed to the vague and abstract nature of prior
knowledge. For example, instead of specifying explicitly
how many stars domain experts predict to find, a common
answer would be: “The population is expected to increase
only slightly but not by much.” Qualitative feedback pro-
vides an effective validation alternative over summary sta-
tistics that is much less sensitive to vague knowledge.

2.2.2 Qualitative Validation

In qualitative validation, users directly assess the model
predictions. The goodness of star cluster models is tied to
the distribution of inferred stars in the positional and kine-
matic features, respective to the training data. Especially the
HRD provides means to support this decision.

Although summary statistics provide a fast model filter
approach, visual analysis of inferred stars guarantees maxi-
mal confidence in the model. However, the manual inspec-
tion of up to millions [59] of models is practically infeasible.
We aim to combine the best of both worlds by providing an
update scheme on a-priori defined summary statistic ranges
informed by manually validated models.

2.2.3 A Combined Approach

To enable astronomers to become model builders them-
selves, we provide domain experts with a variety of poten-
tial model candidates for validation. We derive limits to
summary statistics from validated models, which provides
an automatic model filter for a subsequent exhaustive
model search.

The high flexibility of OCSVM models results in a vast
space of possible star classification results. Thus, for consis-
tent results we have to properly sample the space of possi-
ble solutions. To deal with a large number of model
realizations, we adopt a clustering strategy in which similar
models are first grouped and then jointly evaluated. A simi-
lar strategy can also be found in FluidExplorer [7] where
similar frames in a fluid simulation are grouped together.

To account for different star cluster shapes and sizes we
cannot impose a strict clustering rule. Instead, our goal is to
enable domain experts to summarize models into user-
defined groups. A reasonable and interpretable framework
to introduce user control is through hierarchical clustering
using a complete-linkage criterion [20]. Compared to other
popular linkage criteria such as single or average linkage,
the complete-linkage criterion provides an easy to grasp
conceptual framework for users. Complete-linkage trans-
lates the merge threshold domain experts are able to modify
into a maximal difference between individual models in a
cluster. In addition, models in a group are expected to show
characteristic properties, implying a small intra-group vari-
ation. Single-linkage, however, can lead to a very high intra
cluster variation as it applies a local merge decision, com-
pared to the complete-linkage criterion.

To represent the distance between two models we choose
the symmetric difference cardinality (SDC) between inferred
sets of stars. The SDC of two sets A and B is the number of
elements which appear in either A or B but not in both. To
deal with various cluster sizes we normalize the SDC by the
union of both sets, a modification which still preserves the
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metric quality of the difference measure [81]. This metric
measures the relative difference between models, that is the
fraction of stars by which models differ. It provides an inter-
pretable difference compared to more complex distances
such as the Hausdorff distance [61] that is less sensitive to
border point fluctuations.

By using a global-to-local [67] approach we essentially
cluster the solutions that allows a domain expert to inspect
groups of similar models instead of having to validate each
model individually. Each model group summarizes a com-
mon classifier trait giving users a much more concise over-
view of the solution space. Instead of qualitatively inspecting
models individually domain experts assess resulting model
clusters, thus, scaling to thousands of models.

The number of trained models affects the wait time for
the initial training phase and the interpretability of the hier-
archical model grouping algorithm in subsequent workflow
steps. This is contrasted by the need to properly sample the
space of possible star classification results. To cover the
hyper-parameter space quickly and evenly, we draw sam-
ples from the Sobol sequence [2], [69] until convergence. We
stop the sampling process if the majority (>90%) of the pre-
vious 50 hyper-parameter tuples lack significantly novel
models. Model novelty is defined as a normalized SDC of at
least 0.05 from previously trained models.

To improve the chance of finding many suitable models
we pre-filter models based on initially defined summary
statistic ranges based on a priori assumptions. This step lim-
its the models presented to domain experts to plausible
solutions.

Models are then trained according to Ratzenbock et al.
[59] who have initially motivated and described the use of
OCSVMs to search for new member stars. We briefly sum-
marize the training steps here. To reduce overfitting, models
are trained using five-fold cross validation,' admitting only
classifiers above a test accuracy of 50% and a maximum stan-
dard deviation of 20% across folds. Although cross valida-
tion cannot be used to select an optimal model which
generalizes well, we can get rid of models that are unable to
identify already known members. To reduce the influence of
potential contamination by outliers in the training set, bag-
ging is performed. To do so, individual models are trained
on a random subset using 80% of the initial training set.

Subsequently, domain experts are tasked to assess the
goodness of self-defined model clusters. We derive updated
ranges for the initially defined summary statistics from the
user choices during the model validation step. Domain
experts then have the option to further examine and modify
the proposed ranges. Afterwards, a final training step that
can be “run overnight” is performed where a much larger
number of models are trained. These models have to com-
ply to the user-informed, updated set of summary statistics.
In the second, more detailed, model training step we are
now able to narrow the hyper-parameter space which we
derive from user validated models and the final summary
statistic range. Therefore, we reduce the number of samples
drawn from hyper-parameter space regions with unfit mod-
els while densely sampling from hyper-parameter space

1. The training data is randomly shuffled before cross validation.
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regions with a high acceptance rate. This strategy drastically
reduces training time compared to a manual selection of ini-
tially vaguely informed summary statistic ranges [59].

3 RELATED WORK

Although OCSVM models require a training step, the lack of
labeled outlier data prevents us to quantify the goodness of
trained models. Since solutions need a qualitative verifica-
tion, the process of finding appropriate and effective models
is inherently unsupervised.

A large variety of visual tools have been proposed to
explore the space of possible classifiers. These tools are often
based on visual hyper-parameter space exploration and aim
to improve machine learning performance.

Uncover specifically focuses on one-class support vector
machines and draws from prior work on optimal hyper-
parameter selection.

3.1 Visual Clustering Analysis
A large body of previous work exists on interactive tools to
support visual clustering analysis. General purpose tools
provide means for exploratory data and cluster analysis.
The Hierarchical Clustering Explorer (HCE [68]) is an early
example of an interactive visualization tool that improves
the users understanding of different clusters. HCE organ-
izes the hierarchical cluster structure as a dendrogram with
heatmaps. DICON [11] introduced techniques for compar-
ing clustering results across different algorithms and even
data sets. To facilitate cluster analysis DICON uses an icon-
based cluster visualization that embeds statistical informa-
tion into a multi-attribute display. Clustrophile 1+2 [13],
[21] is a cluster analysis and exploration tool which guides a
user through different choices of clustering hyper-parame-
ters and provides interpretable cluster explanations.
Extensive work has been done on incorporating user
feedback into the clustering process. ClusterSculptor [54]
enables users to intervene in the clustering processes. Users
can iteratively re-organize and interact with clusters using
expert knowledge. The system aims to derive clustering
rules from these examples. Schreck et al. [65] integrate user
feedback to influence the result of SOM clusterings of trajec-
tory data. Matchmaker [46] extends ideas from HCE [68]
allowing users to modify clusterings by grouping data
dimensions. Open-Box Spectral Clustering [66] is an interac-
tive tool that visualizes mathematical quantities involved in
3D spectral clustering. The system provides hyper-parame-
ter value suggestions and immediately reacts to user feed-
back to increase the quality of image segmentation. Packer
et al. [56] present a distance-based spatial clustering
approach and provide a heuristics computation of input
hyper-parameters that supports the search for meaningful
cluster results. ReVision [80] allows users to steer hierarchi-
cal clustering results by utilizing both public knowledge
and private knowledge from users. By reformulating this
knowledge into constraints, the data items are hierarchically
clustered using an evolutionary Bayesian rose tree.
Conceptually similar research to ours include Geono-
Cluster [18] and PK-clustering [58]. Geono-Cluster enables
biologists to insert their domain expertise into clustering
results. The tool displays the expected clustering results to
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users based on a small subset of data. The system estimates
users’ intentions and generates potential clustering results.
PK-clustering [58] enables users to input prior knowledge
and explore the space of clustering results in the context of
the provided prior knowledge. The study of consensus
between prior assumptions and cluster results allows users
to acquire and update their prior knowledge.

In contrast to previous works we shift the focus from data
exploration and insight generation towards effective model
generation targeted at a single cluster. We also incorporate
previously identified members which currently available
systems fail to consider by using a supervised novelty detec-
tion approach.

3.2 OCSVM Hyper-Parameter Selection

Optimal hyper-parameter selection for one class models
remains an open problem [70]. In the following, we discuss
automated as well as visually supported model selection
approaches.

3.2.1 Automatic Hyper-Parameter Selection

To mitigate the non-trivial selection process of OCSVM
hyper-parameters, automatic hyper-parameter selection
approaches have been proposed, which should provide
suitable results. Automatic strategies either provide selec-
tion heuristics, or focus on producing a set of pseudo-out-
liers [4], [22], [24], [70], [71], [74]. These artificial outliers are
subsequently used as an opposing class to the training data
during cross-validation. Heuristics are often limited to spe-
cific kernel parametrizations. As RBF kernels bring a high
degree of model flexibility most heuristics usually focus on
them [26], [34], [43], [75], [78].

Both automatic approaches, however, often assume a
problem in which the target class is sufficiently represented
while the other class has almost no measurements in com-
parison [70]. This class imbalance assumption towards the
training set is in stark contrast to stellar clustering where
the target class is a minority embedded in, and outnum-
bered by, a background of non-member stars. Furthermore,
automatic methods usually provide point estimates for
hyper-parameters, providing only a single model to infer
new member stars with.

Even in the case of optimal model hyper-parameters, one-
class algorithms exhibit poor performance [71], which we
can combat by using non-optimal learners in an ensemble
approach. Bagging estimators improve the performance and
robustness of the prediction [36]. Additionally, point esti-
mates cannot adapt to specific user expectations and intro-
duce errors in the case of noisy training data. Since residual
contamination in the training sample from non-member
stars is expected, we have to consider that OCSVM classifiers
can be sensitive to contamination from outlier data [39], [47].
In this case, the OCSVM classifiers tend to skew toward the
anomalies. Amer et al. [1] propose to mitigate the influence
of outliers by altering the OCSVM objective function intro-
ducing training sample weights. Instead of tweaking the
objective function, Ghafoori et al. [33] introduce a pre-proc-
essing step which removes anomalies from the training set
and simultaneously tries to estimate suitable hyper-parame-
ters. Both approaches, however, need some form of outlier
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Fig. 2. Schematic data flow of Uncover.

estimate, be it either through the distance to the data cen-
troid [1] or via a k-NN density estimate [33] implying that
outliers occur towards the border, or in low density regions
of the training set. While this assumption is sufficient for
many applications, we cannot generalize this to star clusters
where contamination depends greatly on the training set
selection method.

3.2.2 Visual OCSVM Hyper-Parameter Estimation

A different and more user-centered approach to find a suit-
able model was presented by Xie ef al. [79] in which the
OCSVM classifier is trained in an active learning scenario.
User feedback on uncertain samples near the decision
boundary updates the decision boundary.

Although active learning is able to adapt to specific user
expectations, it fails in the context of star clusters. Data
instances can rarely, if ever, be assessed on an individual
basis. Conversely, however, it is very much possible for
domain experts to discern a genuine star cluster from an
incoherent system of stars.

4 DATA AND TASK ANALYSIS

We now discuss the data and tasks, and a derived workflow
to support the search of new star cluster members. The data
flow and workflow are schematically depicted in Figs. 2 and
3, respectively.

4.1 Data

The main data source is the aforementioned Gaia data
set [29], [30], [31], a tabular data set containing measure-
ments of over 1.6 billion stars in our Milky Way. Features rel-
evant for this analysis constitute continuous, real-valued
measurements of position and velocity, and color and abso-
lute magnitude information which are used for model fitting,
and validation, respectively. Users input two separate data
sources, a training set and a prediction set. The latter is used
to infer cluster membership with trained models. We note
here that the full 3D kinematic information is available only
for a small subset of stars in the Gaia data set. As discussed
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Fig. 3. Schematic workflow of the tool.

in Ratzenbock et al. [59], during training a reduced 2D veloc-
ity space is used, called proper motion space. Stars that have
the full 3D kinematic information are used to validate
models.

To speed up the inference process it is advised to provide
a small subset of stars in the positional vicinity of the training
set where new stars are assumed to lie in. Usually, both the
training and prediction set are subsets of the Gaia catalogue.
In principle, these two data sources can originate from differ-
ent star catalogues as long as the feature set is identical.”

4.1.1 Model Abstraction

The OCSVM model can be abstracted as a basic determin-
istic input-output model converting input tuples to outputs.

Given the input hyper-parameters y, v, and % and the
training set, OCSVM constructs a decision surface that aims
to maximize the separation between the training data and
the origin. The resulting model is a decision hyper surface
enclosing the training data in the input space which consti-
tutes a binary function that classifies new data as in- or out-
liers. The hyper-parameter y is related to the RBF kernel
and controls the region of influence of support vectors. The
variable v provides an upper bound on the fraction of out-
liers and at the same time a lower bound on the fraction of
support vectors used to construct the decision surface. The
hyper-parameter ¢ provides a scaling relationship between
positional and proper motion features [59]. Both subspaces
are weighted equally when ¢ =1 in which case the variance
in both feature spaces is the same.

The kernelized nature of OCSVMSs provides an extremely
flexible model that adapts well to arbitrary cluster shapes
observed in star clusters. In extreme cases, a strongly con-
cave shape is observed resulting from projection effects due
to the lack of radial velocities.

Among the outputs are a Boolean member classification
for each star in the prediction set and a set of six informative
summary statistics derived from the predicted members.

4.2 Summary Statistics

Here we make use of the following summary statistics
defined by Ratzenbock et al. [59]:

2. In case two different source catalogues are used, special care must
be taken to correctly consider differences in statistical and systematic
errors between them.
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The “number of predicted stream members” is the
amount of cluster members a trained model infers from the
given prediction set.

The statistics “positional extent” and “velocity dis-
persion” measure the mean deviation from inferred cluster
members from the training set centroid in position and
proper motion space, respectively.

The relative position or systematic shift of inferred stars
compared to the training set in these two subspaces is char-
acterized by “positional shift” and “velocity shift”. These
statistics characterize the distance between the centroids of
training and inferred stars.

Lastly, “fraction of outliers” utilizes information of stars
in the training set and inferred stars that have radial veloc-
ity measurements. Models that show significantly different
3D velocities than the training set are considered outliers.
This statistic measures the fraction of inferred stars with
radial velocities that are outside the 3o region of training set
stars in marginal 3D velocity distributions.

The authors referred to these summary statistics as prior
assumptions (PA) which we use synonymously in the follow-
ing sections.

4.3 Task Analysis

We aim to enable astronomers to update vague prior knowl-
edge on the number, location, and movement of unidenti-
fied stars, altogether six summary statistics. The assessment
of the goodness of multiple models should thereby provide
the necessary information to reduce the uncertainty in these
summary statistics.

To facilitate this transition the user has to be able to vali-
date and influence the model selection process down to the
individual classifier. With this characterization in mind, we
carry out a task analysis. To facilitate comparison to other
works, we try to provide abstract reasoning why a task is
performed [5].

T1 Verify/Validate a trained model via its predicted mem-
bers. To validate models, summary statistics usually pro-
vide too little information to inform a confident decision.
Instead, domain experts use qualitative judgement to assess
the goodness of models, requiring the following. First, users
have to be able to assess the distribution of predicted stars
in the space of position and velocity (T1.1) and compare them
to the training set. Second, the distribution of stars in the
HRD provides additional evidence for or against a valid
star cluster (T1.2).

T2 Identify suitable summary statistics ranges. Ranges on
summary statistics provide a filter criterion during the full
training process (see Section 2.2.3) to automatically remove
unfit models. We derive updated ranges for each of the six sta-
tistics from the users’ qualitative model assessment. How-
ever, to provide insight into these filters, users have to be able
tostudy and discover their effect on the shape of the predicted
distribution (T2.1). Users should also be able to explore and
analyze the distribution of assessed models in the context of
summary statistics (T2.2). This gives them the opportunity to
update and substantiate their prior knowledge. Finally, users
must be able to apply their updated knowledge and interac-
tively refine filter ranges on summary statistics (72.3).

T3 Explore the effect of stability filters on the inferred

stars. Stability is the Erediction frequency of stars across the
Authorized license
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model ensemble. Stars with high stability are thus inferred
by most of the models and vice-versa. Ratzenbock et al. [59]
have shown that removing stars with low stability values
removes disproportionately more contaminant stars than
genuine cluster members, effectively cleaning the sample.
We aim to facilitate the exploration of different stability
thresholds to study the effects on the ensemble model pre-
diction. Using their domain expertise, users should thereby
be able to select a meaningful stability threshold.

T4 Present the inferred cluster members of the final
ensemble model. To validate the final ensemble model we
present the distribution of training and inferred stars in the
space of position and velocity, in combination with the
HRD. In case domain experts see the final model as unfit,
users can go back to previous workflow steps and intervene
accordingly.

T5 Summarize the model ensemble in terms of their
hyper-parameters at different workflow steps. To provide a
transparent view on the OCSVM algorithm, users have to
be able to inspect the distribution at any time. To under-
stand the model selection effect on the hyper-parameters,
we present the distribution of hyper-parameters of models
that domain experts deemed fit in comparison to the ini-
tially trained, unfiltered models.

5 UNCOVER INTERFACE

We now discuss the design of the tool starting with the gen-
eral layout, followed by descriptions of the individual tabs
and visualization components.

5.1 Layout

The prototype comprises six different views in total, one for
each workflow step as well as an additional view for show-
ing information on the hyper-parameters. At the top of each
view is a tab-bar, which enables the user to navigate between
the different workflow steps and the hyper-parameter view.
The tabs are arranged in order of the workflow steps, see
Fig. 1 for an overview of the interface from the second to the
last workflow steps. The first workflow phase is shown in
Fig. 4.

For each of the five tabs, the same general layout (see
supplemental material Fig. 2, which can be found on
the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TVCG.2022.3172560)  is
used to create a consistent interface throughout the tool. If
users can already anticipate where certain information will
be presented, users can more quickly adapt to a new view
and therefore reduce mental overhead [63]. We divide the
interface into two equal sized sections, the scatterplot matrix
and update section. The update section in the right half adapts
to each workflow step. It contains interaction components
which facilitate cluster selection, model navigation and
assessment, updating and refining prior knowledge (72),
and stability threshold exploration and selection (T3). The
left section provides a reduced scatterplot matrix, which
shows the position and proper motion dimensions sepa-
rately. This is used to display the multi-dimensional data set
(T1, T4). Depending on the respective workflow step, differ-
ent data aspects and models are highlighted. This can be the
training set, different model groups, medoid models, the
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Fig. 4. First workflow step of Uncover.

models at the minimum and maximum of each summary sta-
tistic range, or the final ensemble model. We describe the
scatterplot matrix component in more detail when it first
appears on the “Dendrogram Tab” in Section 5.2.2.

5.2 Visualization Components

In this section, the chosen visualizations as well as their
intended function for carrying out the corresponding work-
flow step are discussed in more detail.

5.2.1 Dendrogram Tab

Based on training set characteristics, the number of hyper-
parameter tuples needed to properly cover the space of pos-
sible star classification results can be in the hundreds or
even thousands. However, users cannot be tasked to assess
the quality of each individual model. Instead, we support
users to choose groups of similar models that can be
assessed together instead of individually.

To summarize possible model clustering configurations
the update section of this view, shown in Fig. 9, features a
dendrogram. The dendrogram provides an overview of the
clustering hierarchy of models resulting from a complete-
linkage agglomerated clustering approach. At each step, the
two model clusters with the smallest relative difference in
predicted points are combined into the same cluster. This
difference value is shown on the z-axis of the dendrogram
plot. To be able to perceive structure in the dendrogram
towards smaller distances, its lines become progressively
thinner from 1 to 0 to avoid visual overlaps. The slider can
be used to set a threshold for the difference, where merging
will stop, so that models with a difference greater than the
selected value will remain in separate groups. The bar chart
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below the dendrogram shows the number of models in each
group resulting from the current threshold.

5.2.2 Scatterplot Matrix

The scatterplot matrix, seen in the left half of the view (see
Fig. 1a), shows the model groups resulting from the current
cut along with the training set representing the baseline. We
aim to provide an overview of the clustering results and
thus facilitate a comparison between the resulting groups of
models. We choose two summary operands for model
groups; the union and the intersection of points inferred by
individual models in a group.

The intersection provides a summary of common model
features across a group. By comparing the intersection and
union of stars inferred by group members we provide an
estimate of within-group variation that is easy to under-
stand. The further the two group summaries diverge, the
less the models in a group form a coherent cluster. In such
cases, a better clustering result can be achieved by reducing
the difference threshold.

We choose to summarize models as silhouettes in the
scatterplot matrix which shows the maximal extent region
of the predicted distribution in each projection. It acts as a
visual simplification of a model in the form of a convex hull
around the predicted points. Compared to scatter points,
silhouettes allow users to easily compare multiple model
groups. In this scenario, indicating group identity is non-
trivial in scatter points. Not only is the use of color limited
to roughly six to seven groups [53] but a large amount of
points are also part of multiple groups which drastically
increases the amount of unique visual encodings required.
Therefore, since examining the stars inferred by individual
model groups and assessing their goodness is not the pur-
pose of this workflow step, but of the following one, we
omit the display of scatter points here.

To assess a group of models in detail, in order to deter-
mine whether they form a meaningful unit, domain experts
can explicitly display the convex hull of each model in a
given group. Additionally, users can highlight the group
medoid, the representative model of the group. It provides
an opportunity to identify group characteristics like a cer-
tain set of stars that this model group has in common. A
comparison with the remaining models should provide fur-
ther insight into the model variation within the group. By
studying the group medoid and the overlap and variation
between silhouette shapes, users can determine an appro-
priate threshold.

5.2.3 Model Group Tab

In this workflow step, users are tasked to assess the good-
ness of model groups defined in the previous step.

The scatterplot matrix view displays the model groups
one after the other. The user can choose to plot the training
set in the same scatterplot matrix to compare it to the cur-
rently shown model group. Depending on the use case, the
distribution of inferred member stars in positional and
proper motion space in relation to the training can give
strong indications towards a good and bad model, see Fig. 5.

To validate the models, positional and kinematic infor-
mation is provided in the scatterplot matrix (T1.1) and an
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Fig. 5. Different selections in the scatterplot matrix during the model
group validation step. On the left (a) three group summaries are
highlighted; the union and intersection of predicted members, as well as
the group medoid are shown in the form of silhouettes. The middle view
(b) shows predicted members as scatter points. In the right view (c) a
combination of both model group summaries — points and silhouettes —
are used. The training data are displayed as gray scatter points in all
three views.

HRD is provided in the update section (T1.2). To assess a
model, domain experts can verify whether predicted mem-
bers are distributed in a narrow line in the HRD according
to the training set or not. To leverage the kinematic informa-
tion from the inferred stars for model validation, we pro-
vide two kinematic views, see Fig. 1b for more details. First,
the proper motion information used for training is dis-
played in the scatterplot matrix. Second, the Cartesian
velocity distribution is displayed in three histograms next
to the HRD, see Fig. 10. To verify that the predicted member
stars constitute a stellar cluster the Cartesian velocity distri-
bution should roughly follow a normal distribution and not
deviate significantly from the training set [42].

For both the training set and the model group, the user
can switch between viewing individual data points, which
are classified as members, or the silhouette thereof by click-
ing the buttons labeled accordingly. For each model group,
the user can choose to view the union of all inferred mem-
bers or only the stars that are predicted members across all
models in the group. This selection can be done via the but-
tons labeled “union” or “intersection” above the scatterplot
matrix, respectively, see Fig. 5. Additionally, to facilitate the
judgement of a group of models, the medoid can be selected
as a model representative. Compared to the union and inter-
section of stars via a model group, the medoid represents an
individual model in which characteristic model details
become more apparent.

The number of predicted points for both the union and
intersection of the models in each group is visualized using
a stacked bar chart in the update section. Since users aim to
find additional star cluster members, this is the most impor-
tant summary statistic which provides an overview across
model groups.

The number of inferred stars is considered to strongly
correlate with model goodness. Depending on the level of
prior knowledge, domain experts might be interested in
specific ranges of inferred member sizes. Therefore, we sort
the bar chart in descending order by union size to support
different levels of attention during the users’ workflow.
This allows users to string together groups that require
more attention during the validation process, followed by
groups that require less consideration. This attention bias
applies, for example, to models that find about the same
number or even fewer members compared to the training

set. These models tyg)ically require less validation effort, as
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Fig. 6. Visualization components for assessing the model groups. The
stacked bar chart shows the number of predicted members resulting
from the union and intersection of models in each group. The blue and
red cells indicate a good or bad marking of the corresponding model
group, respectively.

their member size alone indicates a lack of new discoveries.
To facilitate a comparison with the training set a horizontal
dashed line is drawn indicating its size.

Once the user has come to a decision regarding the suit-
ability of the currently shown model group, the correspond-
ing button in the update section shown in Fig. 6 can be
clicked to either mark it as “good” or as “bad”. Afterward,
the next model group is shown. The bar between the but-
tons and the bar chart highlights the progress and gives an
overview of the model group assessment. Blue and red indi-
cate a good or bad model group, respectively. Model groups
which have not been assessed yet are colored in gray. When
all the model groups have been evaluated, the button
labeled “Done” can be clicked to generate the estimate for
the accepted Prior Assumption (PA) ranges.

5.2.4  Prior Assumption Tab

The third workflow step, seen in Fig. 1c, supports the analy-
sis and possible adjustment of the PA ranges which result
from the previous step.

Each of the six PAs and the corresponding derived
ranges are visualized with the help of scented widgets [77].
The widget is made up of two sliders, one for the minimum
and one for the maximum of each PA range. These are posi-
tioned on top of the visual scent in the form of a bar, which
shows the distribution of PA values from all models as a
heatmap. The darker the luminance of a cell, the more mod-
els have a PA value in the matching range. See Fig. 7 for a
detailed view of the PA range interface.

The heatmap provides a means to analyze the distribu-
tion of assessed models in the context of summary statistics
(T2.2). Users can explore correlations between a selected PA
and the remaining PAs. By clicking on a cell of a given PA,
all the models whose PA value lies in the selected range
will be highlighted in the remaining five heatmaps. To visu-
ally separate the distribution of models from a selected heat-
map cell in the other summary statistics we choose a red
colormap, as can be seen in the update section of Fig. 1c.
This interaction supports users to find model trends and
correlations.

When first opening the tab, the initial slider position shows
the estimate for the accepted PA ranges created in the previ-
ous step. For each PA, the sliders are placed according to the
minimum and maximum PA value of the models that were
marked as good. Additionally, by clicking on the buttons
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Fig. 7. Scented widget for setting the accepted PA range. The heatmap
visualizes the distribution of PA values among either all trained models,
all models marked as good, or the difference between the two. Clicking
on a heatmap-cell will update the remaining heatmaps to show the mod-
els in the selected range in a red colormap.

above the heatmaps users can either study the distribution of
all initially trained models, under “All PA,” the distribution
of models assessed as good by the user, under “Estimated
PA,” and the models judged as bad, under “Difference”.

By studying the correlation between models’ summary
statistics and the distribution of “good” and “bad” models,
users can substantiate their prior knowledge and interac-
tively refine PA filter ranges giving them the opportunity to
(T2.3) precisely control the properties of the final model.

The slider positions in the heatmaps correspond to mod-
els shown in the scatterplot matrix. We provide a what-if-
analysis where users can isolate the effects of a single PA
and study its influence on the inferred stars. At each slider
position, stars inferred by models which adhere to the
selected filter criterion are shown in the scatterplot matrix.
The minimum slider position corresponds to a minimum
set of stars that these models can identify. A sensible choice
is to require models to at least identify large parts of the
training set. The maximum slider represents stars that can
be detected by models up to the selected PA value. To illus-
trate the effect of the whole slider range, we exclusively
show stars that can be detected beyond the minimum slider
value. Stars associated with the minimum slider position
are colored in light blue whereas stars associated with the
maximum slider position are highlighted in a darker shade
of blue. Light gray points in the background indicate stars
outside the maximum slider position which are not inferred
by selected models. When no PA is selected, stars inferred
by models which adhere to the slider range filters are
highlighted in gray in the scatterplot matrix.

By interactively changing the slider position for one or
multiple PAs users can study the influence of various sum-
mary statistics on the shape and distribution of inferred
stars in position, velocity, and the HRD, as well as the corre-
lations between the model behavior and a given summary
statistics in more detail (T.2.1). This interaction provides
additional information for users to update their prior belief
and refine given filter ranges (72.3).

The bar visualization at the very bottom of the right half
encodes the number of models out of the initially trained
ensemble that pass the PA range filter. Thus, it informs the
user how restrictive their current ranges are setup. The bar
length is updated whenever slider positions are changed.

In this step outlier models can motivate an alternative
workflow. As discussed, Uncover is not aimed at providing
means for exploratory data analysis, but rather for effective
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model building. Thus, identifying and characterizing outlier
models is not an important task for the user. Especially out-
lier models which are classified as “bad” require no further
investigation on the users’ end. Hence, outlier models are
not explicitly marked as such in the tool to avoid drawing
unnecessary attention to them. However, if an outlier model
is considered “good,” a user may find few appropriate mod-
els in the initially trained model ensemble. In an effort to
increase the diversity of “good” models, domain experts
might want to restart the training process. This can be done
by returning to the first workflow step and modifying initial
summary statistic ranges. A sensible choice is to center
updated ranges around those of given outlier models. Their
respective summary statistics can be analyzed in the heat-
map view, see Fig. 7.

5.2.5 Stability Tab

The last step of the workflow is dedicated to the final ensem-
ble model and the stability of its predicted members. The
final ensemble model is the result of combining the predic-
tions of the models that fulfil the PA restrictions set up in the
previous workflow steps. The final predicted distribution of
the stellar cluster in question is shown in the scatterplot
matrix, the HRD, as well as in the histograms displaying the
Cartesian velocity, as shown in Fig. 1d. These views also
show the training set to facilitate comparison (T1) and allow
the user to verify that the final ensemble model creates a suit-
able prediction.

To switch between viewing the points and the silhou-
ettes, the buttons on top of the scatterplot matrix can be
used. However, in the case of the HRD, showing the silhou-
ette of a distribution is not always useful. Stars in different
stages of stellar evolution typically occupy distinct sub-
regions of the diagram [30], so a predicted distribution that
comprises stars in varying evolutionary phases could form
separate clusters with large gaps between them in the HRD.
Drawing a silhouette encompassing all the points would
then result in a shape that is too coarse and does not reflect
the underlying distribution in a useful manner.

The threshold for the stability can be set with the help of
a scented widget [77] which features a line chart showing the
stability in percent and the median absolute deviation
(MAD) of predicted members from the expected 3D veloc-
ity. The right side of the brush on the line chart can be
moved to set the minimum stability for the final classifier.
This also updates the presentation of the predicted distribu-
tion in the remaining plots: All points with accepted stabil-
ity are colored black, while points that will be filtered out
because their stability is too low are shown in red, an exam-
ple of this can be seen in Fig. 1d. If the silhouette-button is
selected, the silhouette resulting from the points with
acceptable stability is colored black while the silhouette
encompassing all predicted members is shown in red.

5.2.6 Hyper-Parameter Tab

The previous tab aims to provide supplementary informa-
tion, available online, on the hyper-parameters of the
accepted models. Even though the aim of the tool is to
relieve the user of having to work directly with the hyper-

arameters, information on them should still be available to
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Fig. 8. Histogram of one of the three hyper-parameters. The dark gray line
corresponds to all trained models, the bright blue line to all accepted mod-
els. The difference between these two is shown by the the dark blue line.
The light gray lines show the accepted models from previous settings.

give the user the possibility to get a better understanding of
them. For each of the three hyper-parameters [59] y, v and
<, there is one histogram showing the number of accepted
models as well as the number of trained models for each
possible hyper-parameter value as can be seen in Fig. 8.

6 DESIGN RATIONALE

In this section, the motivations behind the chosen visual
encodings are discussed regarding the data and task
abstraction.

6.0.0.1 Why a tab-based interface? An alternative to tabs
would be to present the necessary visualizations for carry-
ing out the different workflow steps on a single page. This
would remove the need to switch between different views
and therefore impose a lower cognitive load on the
user [14]. However, the number of required visualizations
would not fit onto a single screen in a reasonable size with-
out requiring to scroll the page. The different workflow
steps were therefore separated into individual tabs to
ensure that the visualizations for each step fit appropriately
onto a single screen. To reduce the cognitive load caused by
the user, each tab functions as a self-contained unit. This
means that every tab contains all necessary visualizations to
fully carry out the associated tasks and does not require the
user to remember information shown in previous tabs.

To further reduce the mental load when opening a new
tab the interface layout (see supplemental material Fig. 2),
available online, remains the same throughout the tool.
Especially the scatter plot matrix and the actual data dis-
played on the left-hand side stay the same across the entire
tool.

Although the tool supports a linear workflow once the ini-
tial model ensemble is trained, the user can decide to go back
to any workflow step and modify their decisions. The first
step is not part of this tab interface since it amounts to start-
ing the tool up again from the beginning, which requires
another time-consuming training step.

6.0.0.2 Why scatterplot matrices? The 3D position and
proper motion of the stars are always shown using scatter-
plot matrices, since this is the standard way of visualizing
stellar clusters in the field of astronomy. Other visualization
methods for multi-dimensional data were initially consid-
ered but found to be unsuitable in this context. Parallel coor-
dinates [40] would be an alternative to scatterplot matrices;
However, they are not commonly used in astronomy and
would therefore not be very intuitive for the target audience.
Additionally, scatterplots can act as 2D projections of the
underlying real-world objects described by the data, which
reside in a 3D space, and are therefore much more straight-
forward to interpret. 3D scatterplots were also considered,
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but showing the data in 3D can result in a variety of prob-
lems [53]. The large number of points that need to be pre-
sented would make the use of 3D especially challenging,
since this would lead to a significant amount of occlusion
and thus make it hard to get a full view of the distribution.

Showing the apparent motion of stars as an oriented line
anchored at their sky position is a common visual encoding
used in astronomy, e.g., de Zeeuw et al. [19] famously
showcase three co-moving groups in the nearby Scorpius-
Centaurus OB association. The instantaneous velocity of a
star is encoded as a small arrow whose origin is at its posi-
tion. The length of the arrow encodes speed while the angle
channel represents the direction of movement.

However, this hybrid visualization presents the follow-
ing problems. First, available velocity information is limited
to proper motion data which may suffer from drastic projec-
tion effects. Large stellar populations such as the Meingast 1
stream [51] show significant distortions in proper motion
which can lead users to misguided decisions. Second,
trained OCSVM models are bound by given training data.
Thus, inferred stars will largely have similar velocities
which eliminates random background noise that can cause
a visual pop-out effect. Third, not only is the angle channel
less accurately perceived as the positional channel [49] but
it also lacks an absolute scale. Due to variable star cluster
positions and projection effects, changes in angle do not
carry an unambiguous meaning.

Users have to judge star clusters by considering their
positional and kinematic distribution of its members where
especially the search for outliers constitutes an essential
task. These tasks benefit from the more effective spatial
position channel compared to the less accurately perceived
angle channel [38]. Combined with discussed projection
effect issues we thus refrain from adding velocity informa-
tion into the positional scatter plot via the angle channel.

6.0.0.3 Why a reduced scatterplot matrix? The reduced scat-
terplot matrix, which shows the position and proper motion
dimensions separately, was designed to use the available
screen space more efficiently. Since it consists of fewer pan-
els than the full scatterplot matrix, it would have the advan-
tage of displaying the individual scatterplots in a bigger
size. Both versions were presented to astronomy experts in
the course of iterative prototyping.

6.0.0.4 Why silhouettes in addition to points? An integral
part of each step in the workflow is to compare different dis-
tributions of stars. This can mean comparing model groups
or the final ensemble model to the training set to see if they
are a good match or examining the models with the smallest
and largest permitted value of each PA to see how much
they differ. To facilitate this comparison, the silhouettes of
the distributions can provide a summary of their overall
shape that is easier to interpret [17].

6.0.0.5 Why scented widgets with heatmaps? An integral part
of the workflow is to set accepted PA ranges that result in a
suitable final classifier. To facilitate this task, supplementary
information, available online, is necessary to help the user
make an informed decision about how to best constrain the
PA. The corresponding sliders were therefore implemented
as scented widgets [77], which feature additional visualiza-
tions in the form of heatmaps to show the number of models
for each PA value. Histograms were considered as an

Authorized licensed use limited to: Harvard University SEAS. Downloaded on May 04,2025 at 21:25:29 UTC from IEEE Xplore. Restrictions apply.



3866

alternative to heatmaps. These would enable the user to read
the exact number of models in each bin more accurately. But
this comes at the cost of taking up more screen space, since
the histograms would need to be shown in an appropriate
size to discern the exact length of a bar. However, in this con-
text, communicating the exact number of models in each bin
of the PA range is not the goal. Instead, the user should get
an idea of the overall distribution of PA values to see if many
models are concentrated around a certain range and then set
the sliders accordingly. This can be accomplished adequately
with the help of heatmaps; therefore histograms would only
provide a level of detail that is not necessary in this context
at the cost of taking up more screen space.

6.0.0.6 Why histograms and scatter plots to show kinematics?
Kinematic information is used during both training and val-
idation. As discussed, due to largely missing radial velocity
measurements, models are trained with two instead of three
velocity features. Although star clusters are approximately
normally distributed in Cartesian velocity space, the
observed 2D velocities, i.e., proper motions, are subject to
sometimes drastic projection effects. The observed, poten-
tially highly concave shapes contribute to the difficulties of
traditional clustering approaches.

Since very few stars have radial velocity measurements
and, thus, 3D velocity information, stellar kinematics is
commonly displayed in proper motions space. Typically,
proper motion information is displayed in scatter plots as
discussed above.

Stars that have 3D velocities are used as model valida-
tion. Models that show significantly different 3D velocities
than the training set are removed. This information is quan-
tified in the PA “fraction of outliers” which measures the
fraction of inferred stars with radial velocities that are out-
side the 3o region in marginal 3D velocity distributions of
the training set. To validate models qualitatively, domain
experts are tasked to compare the training set distribution
against the distribution of inferred star cluster members. To
compare the velocity distributions, two design alternatives
were considered, scatter plots and histograms.

As discussed above, other designs such as parallel coor-
dinates are unfamiliar to the domain experts and were
judged as confusing. Domain experts noted that both design
alternatives facilitate the comparison between distributions.
Due to the low number of stars, however, users noted that
histograms make it easier to reason on the distribution
shape. Especially determining if the data are approximately
normally distributed, and thus providing means of validat-
ing a model, was perceived to be easier with histograms.

Thus, three histograms showing the Cartesian, marginal
velocity distributions are provided alongside the HRD to
support model validation. We add them to the Model
Group Tab and Stability Tab, see Sections 5.2.3 and 5.2.5,
respectively. In the PA Tab, see Section 5.2.4, the velocity
histograms are not included as model validation plays a sec-
ondary role in this workflow step. Additionally, the sum-
mary statistic “fraction of outliers,” whose influence the
user can interactively explore already supports a quantita-
tive evaluation of 3D velocities.

6.0.0.7 Why histograms for showing hyper-parameters? The
distribution of hyper-parameters for the accepted models
could also be presented using the same heatmaps as before.
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But an additional task is to provide an overview on the
OCSVM hyper-parameter distribution at any time. This
helps domain experts to gain insights on the effects that
model selection via summary statistics has on the model
hyper-parameters themselves (T.5). Therefore, the chosen
visualization type should support displaying multiple distri-
butions at once. When using heatmaps, this can be achieved
by juxtaposing several heatmaps to show different distribu-
tions [35]. However, length can be judged more accurately
than color [53], which would be an advantage of histograms.
Instead of juxtaposing several histograms, another option is
to add a line corresponding to each distribution that needs to
be presented on the same plot as shown in Fig. 8. Superim-
posing the distributions in this manner also allows for easier
comparison between the heights of different bins [41].

7 IMPLEMENTATION

The front-end visualization components and interactions
are implemented in JavaScript and use d3.js and vue.js.
Additional data processing for building the dendrogram
and calculating the PA for the trained models has been sep-
arated from the front-end and is implemented using python
and the web framework Flask.

We made use of the libsvm [15] OCSVM implementation
available in scikit-learn [57] library and the Sobol sampling
sequence implemented in SciPy [73]. The software is pub-
licly available to foster open science and reproducibility.?

8 EVALUATION

In the following, we discuss both formative and summative
evaluation steps we performed in the course of this design
study.

8.1 Formative Evaluations

During progressing from initial paper prototypes to the final
implementation, the tool was repeatedly presented to experts
in data visualization, statistics, as well as astronomy and sub-
sequently underwent changes based on their feedback.

In the first stage of the design process, the paper proto-
types were reviewed in the group of co-authors featuring a
visualization expert, a domain expert, and an applied math-
ematician and statistician. The feedback sessions were held
bi-weekly and lasted for 3 months.

After arriving at a final design, the paper prototype was
implemented as an interactive wireframe tool which was
used during the second review stage. This interactive proto-
type was then tested and discussed in two interview session
with astronomy experts who had no previous involvement
in the design process. The two domain experts had different
levels of prior knowledge about the underlying algorithm.
One test user already had substantial experience using the
algorithm and could therefore confidently navigate through
the views of the prototype. The domain expert noted that
the proposed design would alleviate many challenges she
was facing when searching for new member stars. The sec-
ond user was less familiar with the inner workings of the
algorithm, but with the help of additional explanations it

3. https:/ /github.com /ratzenboe /uncover-tool
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was possible to correctly interpret the visualizations and
carry out the associated tasks. These interviews suggest that
additional documentation for the final tool would be help-
ful. The user tests also resulted in a number of feature
requests, which were taken into consideration when creat-
ing the implementation of the final prototype. For a more
detailed description of the prototyping process see Section 2
of the supplemental material, available online.

8.2 Summative Evaluations

To evaluate the usability of the tool, the final implementa-
tion was tested by nine domain experts in astronomy. Three
of the participants were experts in the field of stellar clusters
while the remaining six test users classified their knowledge
as intermediary level knowledge of the subject. All test sub-
jects had previous experience in validating stellar clusters
via the HRD and 3D velocities. Six of the participants had
no previous experience using the algorithm, the other three
test users had worked with the algorithm at least once and
were familiar with the basic properties of it. One of the users
had already tested the interactive prototype in a formative
test, the remaining users were new to the tool.

Each test user was given 60 minutes to test the tool. Every
session started with a brief introduction to provide some
information on the aim of the test as well as the algorithm
itself. The participants were then asked to use the tool and
instructed to “think-aloud” while doing so. Additional
explanations for the individual steps were provided upon
request.

All users tested the tool with the same training set as well
as a subset of the Gaia DR2 catalogue as the prediction set
and were tasked with finding new member stars for the
given training data. Since the main purpose of these tests
was to assess the usability of the tool and creating a suitable
prediction for a stellar cluster might take more refinement
than was possible during the given time, the resulting out-
puts were not checked for their correctness.

The last 20 minutes of each test were reserved for filling
out the SUS-questionnaire [6] as well as conducting a short
interview. The resulting SUS-score was 78.06 with a stan-
dard deviation of 7.89, which would indicate acceptable
usability [3].

Participants, who were inexperienced with the underly-
ing algorithm, mentioned that providing more information
and explanations as part of the tool would be helpful. Spe-
cifically, the statistical foundations of the PA and stability
were deemed as hard to interpret without additional
explanations. The dendrogram was considered the least
intuitive visualization component by test users regardless
of their experience level with the algorithm. All users
requested extra explanations but after its purpose and use
was explained, the information it provides was deemed
very helpful by all participants, for more details see supple-
mental material Section 1, available online. The intended
purpose of the remaining views was more straightforward
to understand without requiring supplementary clarifica-
tions, available online. The overall workflow and sequence
of steps was judged as well thought-out. They fully cover
the necessary functionality for the required data analysis
according to all test users. All participants considered the
tool a helpful addition to the algorithm and stated that they
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would prefer it rather than working directly with the algo-
rithm. This suggests that our main goal for the tool was ful-
filled. One test user, who had made use of the algorithm
before, also expressed interest in using the tool for their
future work.

9 ScIeNTIFIC USE CASES

In this section, we showcase the efficiency and effectiveness
of the Uncover interface in finding new stars to a given stel-
lar cluster in a case study and use case, respectively. More
details on the interactive session discussed in the case study
can be found in screenshots throughout this paper and in
the accompanying video.

9.1 Case Study: Searching for New p Oph Members
Recently, Grasser et al. [37] have detected over 100 new
member stars for the p Oph cluster using an ensemble of
OCSVM models. Following model selection ideas from Rat-
zenock et al. [59] the authors had to limit the result space
via prior assumption ranges that models have to adhere to.
Since the p Oph cluster has been thoroughly investigated in
multiple earlier studies [8], [25], [60] their search for new
members was highly uninformed. Due to the lack of sub-
stantial prior knowledge Grasser et al. had to resort to ran-
domly sampling different prior assumption ranges and
analyze the results manually. In the following we repeat
this study, using the same training and prediction set, and
showcase a more efficient workflow using Uncover.

The target user is an astronomer who aims to find addi-
tional sources in the p Oph cluster. Upon starting the tool,
the user specifies her prior knowledge on the yet unidenti-
fied stellar population via range sliders, see Fig. 4. Since the p
Opbh cluster has been studied extensively in the past, she sus-
pects to find new members predominantly outside the cur-
rently known cluster region. She limits “positional extend”
and “velocity dispersion” to 0.5 —2 and “number of pre-
dicted members” to 1 — 10 times the training set size. Having
no specific prior knowledge on limiting other summary sta-
tistics she leaves the remaining sliders at their initial position
(see Fig. 4). On clicking close she arrives at the next workflow
step.

In the Dendrogram Tab the astronomer aims to group mul-
tiple models into a meaningful unit. She explores various dif-
ference thresholds in the dendrogram via the slider interface.
Looking for a sensible clustering of models she clicks on the
leftmost bar in the bar chart to inspect its individual group
members in the scatterplot matrix, see Fig. 9. She notes that
models within each group — represented as silhouettes —
highlight very different characteristics of the p Oph cluster.
To find more meaningful model groups which capture a sin-
gle model characteristic she gradually decreases the differen-
ces threshold while inspecting silhouettes of corresponding
group members. At the normalized SDC threshold of 0.15
she stops her search (see Fig. 1a); not only does she find low
variation between individual silhouettes and the group
medoid, but also different model groups seem to capture dif-
ferent aspects of the p Oph cluster.

In the Model Group Tab the astronomer is tasked with
assessing the goodness of previously defined model groups.
She analyzes the distribution of inferred members in the
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Fig. 9. Dendrogram with corresponding slider and bar chart which shows
the number of model groups and their respective size.

-

space of position and proper motions as well as the HRD
and three velocity histograms. She finds that the first three
models show a large scatter in the HRD and velocities, see
Fig. 10. Co-evolving stellar groups show a distinguished
narrow and well-defined sequence in the HRD as well as a
roughly Gaussian distributed 3D velocity. Thus, such
increased scatter indicates a large contamination fraction in
the sample. Consequently, she marks these groups as “bad”.

The next few models are the most interesting ones. They
show a second population near the training set, highlighted
in gray, in position and kinematic space, but the HRD and
3D velocities indicate a good model. The astronomer conjec-
tures that she just uncovered a second stellar population
right next to p Oph cluster (see Fig. 5), which Grasser et al.
[37] recently discovered. She assesses models featuring this
second population as “good”. Model groups thereafter do
not capture the adjacent population and are thus rejected by
the astronomer.

In the PA tab the user observes that her initially defined
ranges on summary statistics have been updated based on
the distribution of accepted models. All updated ranges are
rather concentrated towards larger values. By interactively
changing the minimum and maximum position of the range
slides she learns that the PA “velocity dispersion” and
“velocity shift” have a stark influence on the second popula-
tion as well as the distribution of inferred stars in the HRD.
Models with both a lower velocity dispersion and shift are
not able to infer stars from the second population. By click-
ing through the heatmap bins (see Fig. 7) the astronomer
finds that a very large fraction of outliers does not correlate
with a large “fraction of outliers” scores indicating that
these ranges are a good selection. To study the influence of
the positional extent statistic on the inferred stars, the
astronomer clicks on the corresponding heatmap row. The
scatterplot matrix now highlights in dark blue possible stars
that can be inferred at the maximum slider position. She
increases the slider position and sees a large increase in
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Fig. 10. Histograms showing the Cartesian velocity distribution and HRD
from the Model Group Tab.

scatter in position and the HRD. She conjectures that this
selection criterion correlates with an increasingly contami-
nated sample. Thus, she reduces the maximal slider again
to exclude likely non-cluster members. By clicking on the
next tab she arrives at the Stability Tab.

The astronomer explores the influence of various stability
thresholds by brushing the line graph representing the 3D
velocity dispersion on the right-hand side. She observes a
sudden drop in scatter around the training sources in the
HRD at about 85% at which coincides with a rapid drop in
the 3D velocity dispersion (see Fig. 1d). At this threshold
both populations seem to be perfectly separated. Not only
does the second population, colored in red, show an older
age indicated by a shift in the HRD, its 3D velocity distribu-
tion is also slightly shifted compared to the training set.

A comparison with the results reported by Grasser et al.*
yields a 93.3% recall and a relative percentage difference in
detected stars of only 3.8%.” These findings highly coincide
with their validated study results [37], which the user was
able to replicate with ease in a single session using Uncover.

Finally, she exports the final model with a click on the
“Export Final Classifier” button.

9.2 Use Case: Finding New Corona-Australis
Members

Uncover was used to discover previously unknown mem-
bers of the Corona-Australis cluster. Due to its proximity
and young age Corona-Australis is an important laboratory
for studying the star formation process. We chose Corona-
Australis specifically, as our collaborators at the Astronomi-
cal Institute are interested in finding the most complete
sample of the star cluster for follow-up studies. The stellar
content of Corona-Australis has recently been studied by
Galli et al. [32] who identified 313 members, 262 of which
were new. Although this star census seemed comprehen-
sive, our collaborators were curious to see if any additional
stars could be identified using the Uncover interface.

We defined the training set by taking bonafide samples
from the Galli et al. [32] catalog with radial velocities v,
between —8 < v, < 5 km s~! yielding 21 stars. As dis-
cussed in Ratzenbock et al. [59], consistent radial velocity

4. The catalog is publicly available at: https:/ /cdsarc.cds.unistra.fr/
viz-bin/cat/]/A+A/652/A2

5. The results are compared by applying a quality filter in accor-
dance to Grasser et al. [37].
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measurements increase the likelihood of being true cluster
members, reducing the chance of contamination in the
model output. To increase the number of training examples,
we combine Gaia radial velocity measurements with radial
velocities from the APOGEE-2 [50] survey adding another
29 stars to the training set. The prediction set includes Gaia
EDR3 [31] stars in a 50 pc radius around Corona-Australis.

Our collaborators were primarily interested in finding
additional high-fidelity members of Corona-Australis.
Therefore, they carefully selected models during the Model
Group Tab which minimize contamination in the HRD and
3D velocity axes. During the PA Tab they were able to dis-
cover that models with high values of the summary statistic
“fraction of outliers” correlated with large values in all the
remaining summary statistics, except for “positional extent”.
A final extraction was reached after slightly decreasing the
maximum slider of “fraction of outliers” until some remain-
ing contaminating sources in the HRD disappeared.

We find 66 potential new members and, thus, increase
the number of known members by over 20%, which will
improve downstream analyzes.

10 LESSONS LEARNED AND FUTURE WORK

During the user tests carried out as part of the design process,
it became evident that simplifying prototypes too much can
be misleading and results in users making incorrect assump-
tions about the tool. For example, based on a paper prototype,
it is easy to underestimate the size of the dendrogram and the
resulting number of model clusters or the number of points
shown in the scatterplot matrices. In these situations, it was
necessary to ask follow-up questions to clear up any misun-
derstandings. It also became evident that not all visualization
types are intuitive enough to be understood without supple-
mentary explanations, available online. Specifically, test users
were unfamiliar with the dendrogram, which was difficult to
interpret correctly. Once the dendrogram’s purpose was
explained, the information it provides was deemed very help-
ful by all participants. Additionally, users unfamiliar with the
algorithm’s inner workings also requested more explanations
of certain context-specific phrases such as stability or prior
assumptions. It would therefore be worth considering adding
short explanations at the appropriate places. However, while
we would love to make this tool a self-contained software this
goes beyond the scope of this paper which presents a proof-
of-concept implementation. Including an interactive tutorial
and some explanatory texts would be a very important first
step in commercializing this tool.

The user tests also revealed that the preferred visualiza-
tion types are the ones that are already commonly used in
the field of astronomy. For example, to show the predicted
points in 5D, there would be several visualization options
aside from scatterplot matrices. But since scatterplot matri-
ces are the standard way of visualizing stars’ positions and
velocity, employing this visualization type will make the
tool more intuitive and easier to use for its intended audi-
ence. Therefore, it is more beneficial to the tool’s usability to
focus on creating an ideal workflow instead of trying to
come up with new visualization types.

It also became evident that the features requested by the
test users do not always comply with what would be best
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from a data visualization perspective. For instance, it was
requested to apply a continuous colormap to the scatter
points in the last view to encode the stability. However,
accurately judging whether two points have the same satu-
ration is difficult [53]. To avoid these deficiencies, we used
two different hues to color the points with accepted and
rejected stability.

11 CONCLUSION

In this design study, we presented Uncover, a visual work-
flow that aims to increase the interpretability and accuracy of
new detection models. We provided a transparent and inter-
active workflow that supports astronomers searching for new
members of stellar clusters. By enabling astronomers to use
their domain expertise to assess a models’ goodness, we
shifted their workflow from blindly using machine learning
algorithms to building validated and powerful models.

Our workflow and design study provides general guide-
lines for interactive and interpretable model generation in
unsupervised scenarios, where qualitative model validation
is possible. These guidelines are the following:

First, provide an overview of possible model solutions.
In this design study, we summarize the vast space of possi-
ble model configurations using a hierarchical clustering
approach. We support users to control the granularity of
model groups and the means of validating them. Users are
able to identify interesting model trends and, thus, summa-
rize the solution space into interesting sub-groups.

Second, we aim to increase trust in the selected model
groups by validating their outputs. We support the assess-
ment of user-defined model groups by providing domain
specific validation tools such as the Hertzsprung-Russell
diagram or 3D kinematic information.

Third, we substitute the unintuitive model hyper-param-
eters with a set of interpretable summary statistics. We
incorporated the domain experts’ a priori knowledge on yet
unidentified cluster members as a filter criterion for models.
Upon startup, users are tasked to specify their prior knowl-
edge via interpretable summary statistics. To support users
to update and substantiate their initial, potentially vague
prior knowledge we provide the following: We determine
updated ranges from users’ qualitative model assessment
for these summary statistics. Users are able to explore corre-
lations between summary statistics via linked heatmaps.
Further, we support What-If analyzes where users can
study the effect of individual summary statistics on model
outputs. Users could update their prior knowledge and,
thus, tailor model filters to their needs, effectively becoming
model builders in the process.

In a usability study with nine domain experts and two
use cases, we observe users efficiently building effective
and high-performance novelty detection models which sup-
port our claims. Given these results, we see great potential
in extending the presented workflow to any unsupervised
algorithm beyond OCSVMs. However, due to their high
flexibility and ability to incorporate a training set OCSVMs
present serious advantages when efficient model building is
the primary goal.

Due to its success, Uncover is going to be deployed in the
lab of our astronomical collaborators. The goal is to give

Authorized licensed use limited to: Harvard University SEAS. Downloaded on May 04,2025 at 21:25:29 UTC from IEEE Xplore. Restrictions apply.



3870

bachelor students the opportunity to explore and expand
the stellar content of the local Milky Way cluster. These stu-
dents can now perform the same tasks efficiently and effec-
tively previously executed by experienced researchers. In
doing so, they provide valuable new probes for the study of
star formation processes, the formation of galaxies, and
their structural evolution.
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